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PREFACE

Assalamu alaikum warahmatullahi wabarakatuh.

Bismillahir Rahmanir Raheem

(Peace be upon you. In the name of Allah, the Entirely Merciful,
the Especially Merciful)

Praises be to Allah Subhanahu wa ta’ala, the Almighty Lord, the
Alive, the Eternal, the Creator, the Owner of all lives in this
universe. We thank Him for the countless blessings which have
been bestowed upon us.

On behalf of the committee, | am honored and pleased to welcome
you all to the 2018 East Indonesia Conference on Computer and
Information Technology (EIConCIT). Whether you have traveled
a significant distance to be here, it is my great honor to welcome you to Makassar, the capital city of
South Sulawesi Province, located in the heart of Indonesia cruise line, the gateway to Eastern region of
Indonesia.

EIConCIT is an international conference organized by EIC (East Indonesia Consortium). Considering
the successful of the first conference which was held on December 1-2, 2017 in Balikpapan (Borneo
Island, Indonesia) hosted by Universitas Mulawarman of Indonesia, this year the 2™ EIConCIT is held
in Makassar (Celebes Island, Indonesia) at Novotel Hotel and hosted by Faculty of Computer Science
Universitas Muslim Indonesia and takes on the theme of “Internet of Things for Industry”.

The conference aims to keep abreast of the latest development and innovation in the advanced of
research area on Engineering, Computing and Applied Technology. We proudly host this international
forum to encourage students, university lecturers, and practitioners to share knowledge, thoughts,
expertise, latest information, and developments on related issues. This is simply an exciting chance
that allows us to celebrate our past accomplishments, renew and extend our friendships, and explore
current and future research directions.

The conference generally attracts more than 300 authors from 12 countries. The number of papers
accepted to be published is 78 papers of 143 papers submitted with 54.54% of acceptance rate. This
would not have another new record without the generous and unrestricted supports and assistances
from all our partners and sponsors.

I would like to express my sincere appreciation and gratitude to IEEE Indonesia section and IEEE
headquarter USA as the main support partners for this conference. Lastly, please accept my deepest
thanks to the conference participants for the contributions which are the foundation of this conference
and all of committee members who have worked on putting this successful conference together. I hope
that you will find the conference and your stay in Makassar both valuable and enjoyable.

Wassalamu 'alaikum warahmatullah wabarakatuh
(Peace be upon you)

Makassar, 6 November 2018
Sincerely,

Huzain Azis, S.Kom., M.Cs.
General Chair of EIConCIT 2018
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WELCOME MESSAGE FROM THE ADVISORY COMMITTEE OF EICONCIT
UNIVERSITAS MUSLIM INDONESIA

Assalamu alaikum warahmatullahi wabarakatuh.

Bismillahir Rahmanir Raheem

(Peace be upon you. In the name of Allah, the Entirely Merciful,
the Especially Merciful)

Praises be to Allah subhanahu wa ta’ala, the Owner of all lives in
this universe. We thank Him for the countless blessing which has
been bestowed upon us.

Back in November 2016, Faculty of Computer Science
Universitas Muslim Indonesia together with Universitas
Mulawarman and several universities from East Indonesia
discussed about education equity in Indonesia and it ended up by
developing a collaboration called EIC as the most effective approach. EIC stands for East Indonesia
Consortium established in Bali, Indonesia. It is aimed to increase the qualified research of lecturers
and students as well as to publish the research in international scope.

As one of the initiators of EIC and EIConCIT, it is a privilege and an honor for me to welcome you all
to the 2™ East Indonesia Conference on Computer and Information Technology (EIConCIT) 2018. I
would like to express my pleasure at our increasing development and contribution to be an
international player in the computer and information technology field.

This is one of our concrete ways to support Universitas Muslim Indonesia toward World Class
University and deliver a remarkable trigger to academic atmosphere in East Indonesia. As the advisory
of Faculty of Computer Science Universitas Muslim Indonesia, sincere thanks to all EIC members for
selecting us to host this year event! Together we share, together we learn. It is undeniable that we have
learnt a lot of things and tried getting out of our comfort zone so we can present our best. However, we
do realize that nothing is perfect. I deeply apologize if some blunder or mistakes happen during this
conference.

I would like to express my sincere appreciation and gratitude to IEEE Indonesia section and IEEE
headquarter USA; Ministry of Research, Technology, and Higher Education Indonesia; and
KOPERTIS Region [X as the main support partners for this conference.

To all delegates attending the conference, I encourage all of you to keep supporting and attending the
EIConCIT in the future. In 2019, the 3™ East Indonesia Conference on Computer and Information
Technology will be held in Papua, Indonesia. Join the conference and see Indonesia from the
easternmost province.

Once again, I thank you all and wish you an enjoyable and memorable time both in the conference and
your stay in Makassar.

Makassar, 6 November 2018
Sincerely,

Dr. Ir. H. A. Dirgahayu Lantara, M.T., IPU., ASEAN.Eng.
Advisory Committee of EIConCIT 2018
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Abstract—The objective of this study was to analyze the
comparison between artificial neural network algorithm and k-
means clustering to see the extent of the effectiveness of this
algorithm on the identification of Gorontalo herbal plant
image. This study uses a digital imaging processing method
with segmentation and extraction techniques. Segmentation
proses used thresholding method. The next process was
extraction process of the characteristics of the image of the
kerbal plant using the shape and color characteristics to obtain
the metric, eccentricity, hue, saturation, and value of the plant
was carried out. These five parameters were used as
parameters to identify the herbal plant image. This study used
91 images which consisted of 80 imagery training and 11 test
images. The study revealed that k-means clustering accuracy
was 27.27% whereas the artificial neural network algorithm
accuracy was 54.54%. In this case artificial neural networks
bad better accuracy than K-means.

Keywords— arrificial neural network, image processing,
K-means

L INTRODUCTION

Gorontalo is one of the regions with abundant herbal
plants. To date, approximately 336 types of herbal plants
have been identified [1]. People of Gorontalo often used
these plants as traditional medicine as it is readily available,
cheap, and can cure diseases.

[dentification of herbal plants can be made by knowing
the pattern of the leaves [2]. 1dentification of herbal plant 1s
one of the common problems. This was due to the currcn'tl)’
available method to identify the plant is by direct observation
of the plant or asking the local traditional healers. This
method was subjective. Thus, the identification results often
mconsistent.

On the other hand, image processing has been widely
“pplied 1o tropical fruit plants [3], identification of type and
Quality of tea [4], and the identification of herbal plants [5].

Digital image processing for identification of tropical
™"t plants hag been developed using the extraction method
; ,0 fthe texture characteristics of Gray Level Co-Occurrence

¥74-1-5386-8050-6/18/531.00 2018 IEEE

Matrix (GLCM). Types of fruit plants that have been
successfully identified were starfruit, guava, jackfruit,
mango, and sapodilla fruit. The identification algorithm uses
the artificial neural network algorithm with back propagation
which produces the highest accuracy [3].

In other research, identification of types and .quality of
the tea plant has been developed using thresholding
segmentation method. Characteristic extraction uses the color
characteristics extraction based on the value of red, green,
blue, hue, saturation, and intensity. ldentification algorithm
used was Learning Vector Quantization (LVQ) artificial
neural network. This study produces an accuracy of 62.7%
during the training process and 42.31% accuracy on the
testing process [4].

The next research [5] which designed the application to
recognize the leaves pattern was developed by Indrawan. He
designed the application to recognize the leaves pattern using
the artificial neural network of Leaming Vector
Quantification (LVQ) to determine the herbal plant's type.
The designed application was able to recognize the herbal
plants accurately.

Further, implementation of the k-means algorithm can be
found in the research of [6] on segmentation of lungs’ image
using the k-means which can visualize formulation of a more
real color compared to the number of other clusters. In
addition, research by [7] on Landsat digital image processing
has produced good the accuracy.

Based on the above description, this study was aimed at
analyzing the comparison of the accuracy of artificial neural
network and k-means clustering in the identification of
Gorontalo herbal plants. .

II. RESEARCH METHOD

A. Image Segmentation

Image segmentation is a process to obtain objects in an
image or dividing the image into several objects or segments
which have similar attributes [8].

.59
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Threshold is a basic technology that oﬁmstﬁfghif}(;rf: ard
segmentation. This is one of the most 8] c’rhreshold
methods to obtain clear image sesme’?‘a“onf[m ; object has
produces a binary image, where the pixel of the iz of O
the value of 1 and the background image has the w;earer of
Therefore, the image will appear consistently 5 " tages
darker than the background. The image segmentation ==
are as follow [9].

1) Reading the original image

2) Converting the segment ared Jort 1
previously on RGB (Red, Green, Blue) into gra?/sca e. .
The formula used to convert the RGB image 1nto graysca

is:

age

he image which was

Grayscale = 02989 * R + 0.5870 * G +0.1140 * B (1)

3) Converting the grayscale image into binary image
through thresholding operation.
The binary image from the thresholding process is defined
as;
1, iff(x,y) = T
G(x.y) = {0, iff(xy) < T
where g(x,y) is the binary image produced from
thresholding, f(x,y) is the grayscale image, and T is the
threshold value.

(2)

4)  conducting the complement operation on the binary
image produced from the thresholding, hence.
Object is represented by I pixell-pixel (white colored) and
the background is represented by 0 pixelO-pixel (black
colored).

B. Characteristics Extraction

Following the separation of an object within the image
with its background, the next process is the characteristics
extraction. The extracted characteristics used to differentiate
the one type of herbal plant from others. This characteristics
extraction is conducted through analysis of shape and color.
The analysis is carried out based on the calculation of the
metric and eccentricity value. Whereas, the color analysis is
carried out based on the hue, saturation, and value (Fig. 1
and Fig.2). These parameters are extracted from each image
The following formulas are used for this process [9]. =

c?
Where,
M = Metric
A = Area
€ = Circum fe

Fig. 1. Eccentricity value

978-1-5386-8050-6/18/$31.00 ©2018 IEER
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C. K-Means Clustering

K-means is one of the methods in data mining to cam
out unsupervised modeling by clustering the data into sevent
clusters based on the similarity of characters. In brief, thisk
means algorithm is looking for the N object, based on ¢
xglzige}trnetgr Into the k-c_luster (k=N). This :ilgon‘thm semves
mir:i;:ur;m(;g_fa data _Into several clusters based or tht
its easiness ;m; c%-;.ﬁ'means_a_lgorithm is widely known 1
outlier data Baszdl 'ty to quickly cluster the large dan ﬂd

s On partitioning clustering characteristic

each data shoylq .
it possible for eac‘;le grouped into a specific cluster and m:?\f

data in certa . "
roces - rtain cluster during the spes
Process to move intq another cluster [10). :

In general, the K-Mean

following b, s algorithm is carried out with ™

asic algorithm (11,
a) the dg

and the dayq

Wthh have sim

ta that woyiq p, il
e cl ; ata clus
Values g ustered into k dat

ilar g € randomized into cluster TV
b) each g 418 value numbers :
. Vaiye e} ) ’ #
u . 7 i .
uclideqn distance for eaﬁ: Ctjata is calculated W"%";-
uster, )

value :
Cluster, Jot i be, an d(l;jfrt;zhe data is represented in the "

fa cluster, o ¢ Value of the data is unrepr®
Valye of th;d o move the data into the ¢l
d) Re AQ is represented. = ' - '

Peat t), W
c[ustered_ € Step upgiy all the data values are pn,-pf"b
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D. Artificial Newral Network (ANN)

The artificial neural network s ,
distributed processor which tends to save kn
comes from experience and made it ready to |
gimilar to the I}u:ﬂax1 brain in two ways:
gnowledge obtained by the network through the learning
PrOCESS; the strgngth of relationship among neuron whicl,
known as synaptic values used to store knowledge [12].

large parallels
owledge which
b€ used. ANN ig
managing the

The antificial neural network is a computed mechanism
which can acquire, represent, and calculate the mapping of a
space with large varlancepf other information, and provided
with a set of data which represent that mapping. The
objective of the artificial neural network is to develop a
model of a data process; hence, a network can generalize and
predict the output ‘ot_“ previously unseen input, The learning
process of the artificial neural network is carried out through
adjustment of the value between the neuron in responding
toward the error between the actual output value and the
output target value [13].

E. Learning Process of the Artificial Neural Network

The learning process of the artificial neural network
consists of two learning systems: supervised learning and
unsupervised learning. Supervised leamning is a learning
process which needs a teacher or something which have
knowledge of the environment through the representation of
input and output sample. The network parameter changes
based on the training vector and the error signal between the
ANN output and the expected output. This repeated process
is carried out in order for the ANN to have knowledge
similar to its teacher, or the reference input-output data. This
explains that the ANN is trained to map a cluster of input-
output samples with high accuracy. On the classification of a
landslide area based on reference data previously obtained,
the learning process is said to be supervised learning [13].

The supervised learning process has input data that will
be trained by the network in the form of a pair of input and
target, Thus, the desired value is obtained. The data pair will
be treated as a teacher in the training process to train the
network with the best form. In each training session, the
network will produce output based on the input. The gap
between output and the target output is the error that often
happens. One of the networks that often used in supervised
learning is the back propagation [14].

F. Back propagation

This propagation training minimized the error between
the targeted output and the actual output from the actual
Output from the network. This algorithm is a multilayered
neural network which consists of the input layer, hidden
layer, and output layer. The process happened in this layer
by inserting the input and multiplies it with the appropriate
value, using the non-linear transfer function. The end of this
Uaining s that the neuron system provides a model or
feference that can be used to predict the value of the new
'arget based on the input provided. The more hidden layer
USed, the easier for the complex problem being inputted and
- the traineg data target to be solved compared to the single
:crcm The output obtained from this training will.have a
Ower leve] of error. However, the training process with may

hidden layer will provide complex learning and often takes a

978.1.c2, | 7
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long time with much iteration to obtain the expected result
[15].
G. Research Stage

The materials used in this study are 91 images consist of
80 image training and 11 test images. The image processing
stage used in this stage is the image acquisition stage,
processing, using the image segmentation, image extragtlpn,
characteristic extraction, and identification stage (training
and testing), and analysis.

Acquisition

|

Image segmentation

h 4

Characleristics extraction

b4

Identification (training and testing)

Analysis of the accuracy

Fig. 3. Research Siage

Preprocessing on the image uses thresholding
segmentation and followed by the extraction of shape and
color characteristics to obtain the metric, eccentricity, hue,
saturation, and value.

The value obtained from the preprocessing then
implemented on these two algorithms. Further, analysis
based on the accuracy produced by these two algorithms.
The stage in this research can be described in Fig. 3.

[II.  RESULTS AND DISCUSSION

A. Image Segmentation Result

The result of this image segmentation through
thresholding method in MATLAB programming the result is
presented in Fig. 4.

(=2 ) ) (L))

Fig. 4. Image Segmentation Process: (a) RGB Image; (b) grayscale
Image;(c) thresholding result; (d) complement result
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D, Testing process using the K-means

From the clustering, the texting process was carried out
using 11 testing images, The result of this test is presented in
Fable 11,
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Fig. 7. Interface of the herbal plant training with the artificial ncural
network

In Table 111, it is clear the architecture that provides the
highest accuracy and the least accuracy is the architecture
with 60 neurons on the hidden layer. This architecture was
then used to transfer the input value into the output value on
system testing process. The output of this artificial neural
network algorithm showed better clustering result.

F. Testing process using the artificial neural network

The testing is carried out using 11 testing images, and the
result is shown in Table IV.

TABLE IV, THE RESULT OF HERBAL PLANT IDENTIFICATION ON
ARTIFICIAL NEURAL NETWORK TESTING SYSTEM

No Input cluster Qutput cluster

1 Akar kucing Awar-awar

2 Awar-awar Awar-awar
—_— Begonia Begonia
S Ceplukan Ceplukan ]
—T Jarak tintir Jeruk pipls
G Kananga Kayu jawa
S— Klayu garuga Klayu garuga o
L8 | Labu kuning Laping kubu
S Tayuman Tayuman
— Temnbelekan Temulawak
— Teanulawak Temulawak ]
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In Table 1V, it is clear that out of 11 images, there is siX
correctly identified image. Hence the accuracy of the system
in this testing process Is:

Number of correctly identified image X 100%
Atcuracy = Number of tested image

= 6/11x 100% = 54.54% = 27.2

Based on the implementation of these two algorithms,
artificial neural network algorithm showed better accuracy
than the k-means clustering algorithm. The artificial neural
network algorithm accuracy level was 54.54%, while the k-
means accuracy was only 27.27%.

This high result by artificial neural network algorithm 1s
due to this algorithm that works under supervision or through
the training process. Hence, there is a learning process that
should be done to recognize each type/cluster of the hcrhal
plant. Whereas the k-means algorithm did not undergo this
process (unsupervised).

Another thing to be highlighted in this research is that the
accuracy for both of thuis algorithm was still very Jow
(54.54% and 27.27%). This was due to the number of images
available for each plant is limited (mostly, one plant only has
one image compared to a large number of plants type (61
types of plants). In the future, the amount of training data
will be increased to get better accuracy.

IV. CONCLUSION

The stage of image processing carried out is image
segmentation, characteristics extraction, and identification.
The segmentation process is carried out using the
thresholding method to create a binary image which
represents the object in white color and represent the
background in black color. The characteristic extraction is
based on the shape and color analysis. The shape analysis is
based on the metric value and eccentricity, whereas the color
analysis is based on the saturation, hue, and value. These five
extracted characteristics is used as an input value in the
identification process. ldentification process is carried out
using two algorithms, k-means clustering algorithm and
artificial neural network algorithm with back propagation.
The clustering process uses 80 images whereas the testing
process uses 11 images. The accuracy of training using the k-
means clustering algorithm is 48.75% and during the testing
process, the accuracy is only 27.27%. in artificial neural
network algorithm, the accuracy during the training process
is 100%, and the accuracy during testing process is 54.54%.
This result showed that the clustering of the herbal plant
using the artificial neural network system is better than the k-
means clustering algorithm.
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