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ABSTRACT

Health is one of factor that contribute an important role in realizing qualify human resources.
Diabetes Mellitus (DM) is one of factor of health problem in which affected on productivity is not just
influence individually, but health system of country. The risk factors influence on of occurrence DM are
heredity factor, diet, obesity, lack of sport activity, age and gender. The objective of this research is to
determine accuracy of grouping on patient of occurrence of diabetes mellitus based on risk factors.
The result of this research showed that classification trees obtained accuracy of grouping of
occurrence of diabetes mellitus based on risk factors is 94,8 percent. Heredity factor, diet, lack of sport
aclivity and obesity is most influence factors in the determination of occurrence of diabetes mellitus.
The development of classification tree through bootstrap ensemble was able to increase accuracy of
classification tree up to 2,96 percent to be 97,80 percent compare with classification tree method.
Flexibility of the bootstrap ensemble of classification tree approach can increase accuracy of
classification up to 3,3 percent and 6,4 percent compare with logistic regression and discriminant
analysis methed.

Key words: Accuray of classification, classification tree, diabetes Melitus, ensemble
1. INTRODUCTION

Health problems is one factor that contribute an important role in realizing qualify human
resources. By establishment in health, is expected to further increase the level of public health and
health services can be felt by all levels of society adequately. But on the other hand much nutritional
excessive problem with all the consequences begin to show the trend of increased prevalence of
degenerative diseases such as diabetes mellitus, hypertension, coronary heart disease, stroke,
peripheral vascular disease and other heart diseases (Depkes R, 2010). According to the
International Federation of Diabetes Mellitus (FDI) (2010), showed that 285 million people who suffer
diabetes afflict more on young people, and about 50 percent of them aged between 20-60 years. The
data above indicates that 10 (ten) largest state of diabetes mellitus are India, China, United States,
and Indonesia. Ministry of Health of the Republic of Indonesia (2010) in the results of basic health
research (RISKESDAS) showed that the prevalence of non-communicable disease incidence of 5.7
percent suffer from diabetes mellitus. While the region has suffered a high prevalence of diabetes
mellitus among NAD (8.5%), Riau (10.4%), the Pacific Islands (8.6%), Central Java (7.8%), West
Kalimantan (11.1% ), North Sulawesi (8.1%), Gorontalo (7.7 %) and North Maluku (11.1%).

Diabetes Mellitus (DM) is one of factor of health problem in which affected on productivity is not
just influence individually, but health system of country. Some of the risk factors that affect the
incidence of diabetes is a gene factor, diet, obesity, lack of sport aclivity, age, gender, smoking, lack of
sleep, frequent stress, mostly snacking, a history of delivering a baby > 4 kg, history of hypertension,
history of cardiovascular disease, TGT history, history of cholesterol, an avid soda, using the
contraceptive pill, lifestyle, due to drugs / chemicals and less education counseling.
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The data of occurrence of diabetes mellitus showed that cases of diabetes mellitus over the
years there has been a considerable increase in the number of patients significantly to the treatment
of cases of diabetes mellitus in the General Dr. MMM Dunda Hospital Limboto. In year 2008, 146
people, or 13.75 % of 1062 patient are persons with diabetes mellitus, in year 2009 there are 113
people, or 10.12% of 1116 patient are persons with diabetes mellitus and in year 2010 amounted to
148 people, or 12.89 % of the 1148 patient are persons with diabetes mellitus. To deal this very
complex diabetes mellitus desease, the hospitals, especially in the area of Gorontalo, are found not to
have a clear picture to make a conclusion or decision making strategic moves in an effort to control
the occurrence of acute complications for people with diabetes is increasingly overflowing well in
private and government hospitals. This issue would require scientific study to determine the incidence
of diabetes mellitus classification accuracy over the ensemble of classification tree method, which in
turn is expected to be a material consideration in determining policies to reduce the incidence of
diabetes mellitus.

2. METODOLOGY

Data is obtained from Dr. M. M. Dunda General Hospitals Limboto. Sampling is done to 560
patient on diabetes mellitus cases (DM type | and Type Il). Then the data is divided into 2 (two) part,
namely learning data for model verivication (get the best model) and testing data for validation of
model. Division of data is unlimited so was done a simulation with subdivision ([95%, 5%, [90%, 10%],
[85%, 15%)], [80%, 20%], [75%, 25%]). On data leaming was done modeling cart with a response
variable is diabetes mellitus (0 = DM type |, 1 = DM type II), with predictor variable is (X1 = A factor of
the acts of heredity, X2 = diet, X3 = obesity, X4 = lacking activity sports, X5 = age, X6 = gender),
because response variable is categoryc hence used classification tree model.

Conceptual of research are served as follows:

D, MM Dunds Gorontale Hospitsl
Cases of Diabstes Mallitus

{ | 1

Lzerning Dats ‘ Tasting Data

=

Pradictor Varichla
X1 =afactor ofthe acts ofher=dity
X2 =dist
Rasponsa Varighls CART Hi= a;:as[i'-'
Y =DM incidanca Bl Mathod | X4 =lackinzactivity spors
Ki=gaee Z 2
‘ 0=DMTypsI ” 1 =DM Typell ’

Shape of responsa varizbla
scala “catagoric”

Classification Traa

A4

Ensambls (Bageing, Boosting)

Fig. 1. Research Framework

CART is one of the methods of Machine Learning, developed by Leo Breiman, Jerome H.
Friedman, Richard A. Olshen, and Charles J. Stone in 1984. This is a method of decision tree
classification algorithm with overall insulation technique recursive binary sorting is done on a group of
data collected in a space called the node into two nodes. Each child nede can then be divided again
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into two child nodes again, and so on until it meets certain criteria. All the nodes are determined based
on the criteria of the most variable capable of sorting out the se-so the child node to be more
homogeneous than the initial node.

The best sorting criteria measured from the Gini index which is formulated as follows:

i)=Y, p10pGlD i#j
5Lj=—1
where p (j | t) is the proportion of classes j in node t and p (i | t) is the proportion of class i at the
knot t. evaluation of sorting used goodness of split ¢(s,f) of the parser node s on t-define as a
decrease in heterogeneity:

P(s,0) = i) = pi(t,) — pri(ty)

where

i(t) = t node heterogeneity on the function

p. = the proportion of observations left node

pr = the proportion of observations to the right knot

i(t.) = function node left child on the heterogeneity i (tz) = function of heterogeneity on the right
child node

The parser generates ¢(s,t) is higher is the best because the parser reduces the heterogeneity
was higher.

Ensemble Methods

Ensemble methods developed with the hope of improving the accuracy of classification of a
single classifier. The basic idea is to use much the same method of classifier and later to combination
through the process of voting to gain a final classification conjecture (Wezel and Potharst, 2007).

Bagging

Bagging is an acronym of Bootstrap Aggregatting introduced by Breiman (1994) with the aim of
reducing the variance of the Predictor. The basic idea of this method is to use a resampling ensemble
of random data set returns early so that a new set of data obtained for classification trees evoke with
many versions which are then combined to obtain the final prediction. The combination of multiple
versions of the classification tree is expected to improve the accuracy of classification classification

single trees.
k{ Prediksi 2 (—! CART2 H Dutaser 2

Bl

Fig. 2. Bagging CART

Boosting

Boosting is a family ensemble which includes a lot of AdaBoost algorithm, which is one of the
most popular. This method was first developed by Freund and Schapire in 1995, Boosting in general
focus to make a series of classification trees. The Dataset that is used on every tree classification
relies on the previous classification trees and focus on the wrong data predicted. The wrong Data is
predicted to be repaired by continuous tree-tree classification classification next. Cao Xu, Liang,
Zhang, and Li (2010) States that the Boosting method is one of the best ensemble. The following is
the algorithm AdaBoost. M1 for binary classification:

Input:  Dataset D = {(x1, y1), (X2, Ya)r.rrr (Xim, Yim)}
Algoritma Base Learning L;
Count of Replication R;

Process:
(i) the sample weighting data Initialization D; (/) = 1/m
(i) Forr=1,..., R:
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a. Do predictions h, for a dataset D has been weighted D, : h,= L(D, D)
b. Calculate the weights D, from data wrong classified &,
c. Calculate the weights voting

I=g
=) )
% An( £, J D.(i)

Z0 exp-a,) L h(x)=,
d. Updated weights the sample data 7R R G Ry

Dr\l(i): D

L

Z

&

= ~

)

xexpler,) B (x)#y,
where Z, is a normalization factor to fn,‘,(i) =]
(iii)Finish
Output: Voting classification prediction:
H(x)= ‘rr'gn(z:;arﬁ, (x))

lllustration AdaBoost.M1 Indicated in the figure 3 as follows:

s WM
‘\
Al
\\
|
\
\
\
Prediksi R CART R

Fig. 3. Boosting CART

3. RESULTS AND DISCUSSION

Relationship of Predictor Variable with Diabetes Melitus Incidences

The characteristics of the incidence of diabetes mellitus include A factor of the acts of heredity,
cbesity, gender and age its relationship with the occurrence of diabetes mellitus in detail is presented
in the table 1 below.

Table 1. Characteristics of Diabetes Melitus Patient

Predictor Variable i ?;1"::“ Molitts '"c'g:,l“.ﬁ;ze -
Afactor of the acts of | Doesn't Exist 44 (7.9) 48 (8.6)
heredity | Exist 0(0) 468 (83.6)
Pearrscn Chi-Square = 242.9_1F2 with Asymp. Sig. = 0.000
: [ No 27 (4.8) 46 (8.2)
Dbsst [ Ves I 17 (3.0) I 470(83.9)
Pe’arson Chi-Square = 98.3811 with Asymp. Sig. = 0.000
[ Male 27 (4.8) 230 (41.1)
Sender [ Female I 17 (3.0) I 286 (51.1)
Pearson Chi-Square = 4.603 with Asymp. Sig. = 0.032
DM Type | DM Type Il
Age Mean | Stdev Mean Stdev
53.91 | 10.124 53.91 | 10.124

The percentage of patients with diabetes mellitus occurrence Hospital Dr. M.M. Dunda
Gorontalo achieved 92,1 percent. Meanwhile, the percentage of patients there is no incidence of
diabetes mellitus found amounted to 7,9 per cent. The percentage of patients who did not have
descendants of diabetes mellitus and type | DM amounted to 7,9 per cent, amounting to DM occurs
next 8.6 percent. The percentage who are descendants of diabetes mellitus and DM type | is O
percent, then the DM type Il amounted to 83,6 percent. This shows that the majority of patients who
have diabetes mellitus descent tend to be exposed to the DM. this trend is also confirmed by the test
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results of Pearson Chi-Square of 242,912 or Sig. = 0.0000 are smaller than a = 5 per cent, which
means that the offspring (gene) there is a connection with the Genesis DM.

The percentage of patients who are not obese and DM type | amounted to 4,8 percent, then
occurred case of DM of 8,2 percent. The percentage of obese patients with DM type | is 3,0 percent,
then DM type Il amounted to 83,9 percent. This shows that the majority of obese patients are likely to
be exposed to the DM. This trend is also confirmed by the test results of Pearson Chi-Square of
98,381 or Sig. = 0,0000 are smaller than a = 5 percent, which means that obesity is having
relationship with the Genesis DM.

Based on the table 1 it appears that the average of age of the patients who had DM type |
amounting to 54 years with standard deviation of 10.124, while the age of the patients who had DM
have average of age of 54 with standard deviation of 10.968. It showed that the average age of the
patients who happen DM or not is same. The percentage of a patient with the male sex and DM type |
reached 4,8 %, next occurring DM of 41.1 percent. Meanwhile the percentage of a patient with the
female sex and DM type | of 3,0 percent next DM type Il of 51,1 percent. It goes to show that between
the patient of the male and female are having same exposed to DM, but viewed from the trends of
patients, patient women more than patient man. This trend is also strengthened by the outcome of a
test of the person chi-square of 4,603 or Sig. = 0,032 smaller than a = 5 percent, that can be meant
that gender there is a relationship with the DM.

Determination of Learning and Testing Data

The application of a method of trees classifications in the classification of patients DM type | and
DM type Il in the province of Gorontalo done by first divide into two groups, sample data namely data
learning and data testing. Breiman (1993) declaring that no particular provision pertaining to learning
and testing, the proportion of data it ' s just data learning must be greater than data testing. Hence to
research this time is tried combination of the proportion of learning and testing data among others (95
percent: 5 percent), (90 percent: 10 percent), (85 percent: 15 percent), (80 percent: 20 percent), (75
percent: 25 percent) and (70 percent: 30 percent). Exactness classifications data used as the basis for
tesling could describe kindness tree classifications formed to classify in new data

Table 2. Comparison of Accuracy of Classification in Each Combination of Data

Combination of Data (%) Accuracy of Classification (%) Number of
Learning Testing Learning Testing Terminal Node

95 5 91,5 89,3 11

Q0 10 91,3 92,9 9

85 15 91,8 89,3 ]

80 20 91,3 92,0 9

75 25 91,9 90.0 8

70 | 30 91,3 97 8

Table 2 implies that exactness classifications data leaming highest given by the combination of
data learning 75 percent and testing 25 percent while exactness classifications data testing highest
given by the combination of data learning 90 percent and testing 10 percent. Because it was chosen
combination of data trees yielding classifications more that have value exactness classifications
testing is high. A combination of data selected is 90 percent for data learning and 10 percent for data
testing. This combination trees yielding 9 terminal, with a knot but having the value of exactness
classifications data testing high namely 92,9 percent. A combination of this is to be used for analysis
next.

Classification of Diabetes Mellitus Incidences Using Classification Tree

Any knot terminal point is the end of an sorting presently trees, this knot can ' t be sorted back
into a knot another or in other words a knot terminal is a knot containing the observations that
homogeny and will eventually be included as a class of certain. A picture in detail of a noose of was as
follows.
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tiodea
| Chasa o

Fig. 4. Optimum Classification Tree of Diabetes Mellitus Patient

Figure 4 can be interpreted in each carpel the knots of trees classifications scene dm as follows:
a knot terminal 1: consisting of 32 observation that it is predicted as a group of patients dm type i as
many as 24 and patients dm type ii as much as 8. Characteristic of the patient from this knot is as
follows.

Obesity (X3): categories (0: not obesity).

A factor of the acts of heredity (X1): categories (0: no factor the acts of descent).

A knot terminal 2 consisting of 7 observation (patients) that it is predicted as a group of patients
dm type Il. Characteristic of the patient from this knot is as follows.

Age (X5): X5 <=40 years

obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 3 comprises 17 observation (patients) that it is predicted as a group of patients
dm type | as much as 4 and dm type ii as much as 13. Characteristic of the patient from this knot is as
follows.

Age (X5): 40 < X5 <= 52.5 years

Obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 4 consisting of 9 observation (patients) that it is predicted as a group of patients
dm type Il. Characteristic of the patient from this knot is as follows.

Age (X5): 52.5 < X5 <=57.5 years

obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of the descent)

A knot terminal 5 consisting of 9 observation (patients) that it is predicted as a group of patients
dm type | there were 7 and dm type ii as much as 1. Characteristic of the patient from this knot is as
follows.

Gender (X6): categories (1: male)

age (X5): X5 >57.5 years

obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 6 consists of eight observation (patients) that it is predicted as a group of
patients dm type | as much as 4 and dm type ii as much as 4. Characteristic of the patient from this
knot is as follows.

Age (X5): 57.5 < x5 & < = 85.5 years and gender (X6 ): categories (0: female)

obesity (X3): categories (1: obesity)
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A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 7 consisting of 2 observation ( patients ) that it is predicted as a group of
patients dm type Il. Characteristic of the patient from this knot is as follows.

Age (X5): 65.5 < X5 < = 69 years and gender (X6): categories (0: female)

obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 8 consisting of 1 observation (patients) that it is predicted as a group of patients
DM type |. Characteristic of the patient from this knot is as follows.

Age (X5): X5 >= 69 years and gender (X6 ): categories (0: female)

obesity (X3): categories (1: obesity)

A factor of the acts of heredity (X1): categories (0: no of the acts of descent)

A knot terminal 9 consisting of 420 observation (patients) that it is predicted as a group of
patients DM type Il. Characteristic of the patient from this knot caused by the acts of heredity (X1):
categories (1: there is the history of the descendants)

Based on a tracing of maximum tree above seen that patients existing terminal 2, in a knot 4, of
7 and 9 is in a patient that is indicated as a group of patients with the dm. While the patient who
belongs to a knot terminal 8 identified as a group of patients with no scene dm, and patients who
belongs to a terminal 1, a knot 3, 5 and 6 were identified as a group of patients with no scene dm and
there was an incident DM.

Table 3. Accuracy of Classification on Learning Data on Maximum Tree

Class Prediction

Class Actual DM Type | DM Typell Accuracy (%)
DM Type | 40 a 100,00
DM Type |l 26 438 94,37

Accuracy Total (%) 94,84

Table 3 indicate the great exactness classifications on data learning is 94,84 percent it means
tree classifications formed capable of classify observations with right of 94,84 percent. Error
classifications occurs in all classes observation, good group patient DM type | and patient DM type 1.
Patient DM type | wrong classified into a group of patients DM type Il of 0. While 26 patient DM type Il
wrong classified into a group of patients DM type II.

Maximum model obtained next been validated to know feasible or not model formed in classify
in new data. Test validation done with insert data testing as many as 56 into model tree classifications
maximum has formed formerly of data learning.

Table 4. Accuracy of Classification on Testing Data on Maximum Tree

Class Prediction Accurac
Glazsiictual DM Typel | DM Typell .
DM Type | 4 0 100,00
DM Type Il 4 48 92,31
Accuracy Total (%) 92,86

Total accuracy of classifications on data testing is 92,86 percent means classifications tree
formed able to classify observations with proper 59,22 into 92,86 percent. Patient DM type | any
classified into groups patients DM type Il amounted to 0. While 4 patients DM type Il any classified into
groups patients DM type I.

Classification of Diabetes Melitus Incicdences Using Ensemble Method

The application of bagging technigue on classification tree used to increase accuracy of
classifications tree produced by the method classifications tree as usual. Sampling of Bootstrap
process was done to produce a learning data set loans that would be used to construct classification
tree. Many bootstrap replication samples made is 50, 100, 150, 200 and 250 times. Table 5.19
presenting results testing exactness classifications resulting from replication samples bootstrap.
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Table 5. Comparison of Accuracy of Classification of Ensemble Method Application

Accuracy (%)
Number of Replication Case by Case Ensemble B
Sample Bagging 9
50 97.8 97,8 91,1
100 956 97,8 96,3
150 97.8 97.8 96,3
200 81,1 97,8 97,8
. 250 87.8 97.8 97.8

Table 5 indicating exactness classifications tending to rise as you get the number replication
until obtained exactness classifications optimum on replication 50 times as that of 97 8 percent.
Exactness classifications unchanged although the replication be increased to up 200 times.

Many trees classifications formed by algorithms bagging tree of classifying according to many
replication samples bootstrap made namely 50 fruit trees classification. Testing exactness tree
bagging classifications tree classifications in classifies cases done by means of data running testing
through 50th classifications the tree and then compute bagging misclassification rate.

4. CONCLUSION

Results showed patients with diabetes mellitus influenced by the A factor of the acts of heredity,
diet, obesity, lack of exercise activity, age and gender, with a classification accuracy of 94,84 percent.
Grouping or classification of patients with diabetes mellitus type | and type Il are grouped into 9 groups
involving interaction predictor variables. History descent is the dominant factor in classifying diabetes
mellitus, diet and obesity later and less active sports. Development of a classification tree by bootstrap
bagging ensemble can improve classification accuracy up to 2,96 percent, which became 97,80 per
cent compared with the classification tree method. Flexibility bootstrap approach to ensemble
classification tree also supported by other classification methods, such as legistic regression and
discriminant analysis. The results of empirical studies show that the bootstrap aggregating and
combine adaptive bootistrapping can work well in determining the selection of the best model is
applied to the classification tree models. The empirical results related to the comparison between the
predictive accuracy of classification tree models and other methods of classification that indicates
there is a tendency that the classification tree models (new hybrid) gives better results, i.e. instead of
the logistic regression and discriminant analysis, classification tree models bootstrap ensemble
improves the classification accuracy of up to 3,3 percent and 6,4 percent. Moreover, empirical studies
of the effect of the initial processing of the data concerning the determination of the data in-sample
and out-sample, many observations and the determination of the minimum in the index group and
ensemble methods which, if chosen correctly can improve the accuracy of classification. It can be
seen from both the classification accuracy of the data in-sample and out-sample the data on the
grouping of patients with diabetes mellitus hospital Dr. M.M. Dunda Gorontalo.
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