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ABSTRACT

The purpose of this paper is to examine the kemel principal component regression {KFCR), which is the
development of the principal component regressien (PCR) wilh e radial basis fungelion (REF) kernel or Gaussian kel
This study started to present a stzndard principsl component analysis (PCA) and kemnel principal component analysis
(KFCA that Includes PCA in feature space and KPCA In Irput space. The focus of this study describes the properles of
medel KPCR published in savaral thoorems, Incledes near astimater. unblased astimatar, and the best astimater. that
known the best linear unbiased estimater (BLUE].

Key words: PCR model, KPFCR model, REF cernel, ELLIE

1 INTORDUCITON

Prnciaal component analysie (PCAY |z a widaly used methad o reduse the number of dimencionz, for axample p
dimensians, of a sat of data {+ariables ) chserved, became the & new variablas, with & = p. Each ik naw vanables reduction
result is a linear cembination of p original varkables. with variance which is owned by the p arlginal vanables, can largely be
gxalained by a k new varables. PCA has been studied since the earty 20th cantury, Pearson. year of 1901, and Hatelling.
vear of 193%, have leamed with practcal computing methods’", PCA is 5o rapid development, particulary its application In
various fields, for example in health, biolagy, environment, image pracessing. ebc., =a that it becames 3 very gaoc method to
reduge the number of variables and nonlinear higher dimensicn, using the kemel funclion, This methid is known as kernel
pringipal compansnt analysis (KPCA]

KPCa many sclentlsts discussed™ which compares the benefils KPOS feature space toe paltern recogniion by
usrng = linear classifier, and found two banefits KPCA. First, the kernel {nonlicear} principa’ component (KPC) givas Ihe best
recognition evaluation compared with the sum of the finear pnncipal components {FCs) associated, and second, the
farmation of nenlinear cemponents can be developed using cemponerts more thar in the corresponds linear case. This
discussion ie still in tune with the discussion of scientists™, which the KPCA is regarded as an extension of tna PCA. PCA s
a classic technique to decipher lingar features, while KPLA is ane of the metheds that describe nonlinear features.

Kemel principal component regression (KPCRY is a technique used for regreszing kernel principal componant { KPCY
with U response varable trough D lessl sguares mathod. The first stage of e nain components of the kemes)
regression procadures that datermine which is the main compenent of the kernel linear combination of several varnables in
the fonm of ennes kernel matrix K, and the second stage 1S the respons e variable regressed on the main components of tha
kernal in a linear regression model.

2 LITERATURE REVIEW

Princlpal Component Analysis

Principal samponant analysis (PCA). which is ane method of multivariate analysis. is ane of the stalistical tachnigues
specifically developed to overcome data reduction. PCA not only allows for the reduction of data, but alsg can soive the
problem of reducing data in a way that allows the results to be used in other applications of muliveriate statiskcal metheds
{aq, analysis of variance, or regressicn analysis. cluster analysls. and so onj.

In algebra, the PC is a linear combination of p randorm variables X5, .., X, While, i1 geometry, these linear
comoinatlons are 8 new coordinate system cbtzired by rotating the onginal sysiem with X7, ... X, a8 the coordinate axes.
The new axis s the direstion of the maximum varizbility and provide a simple covariance stnictura,

The PCs dapands on tha covarlance matriz L (or comrelation matri=s o) ot X, ... X, 8nd @5 development is not
required assuming multinarmal (muftivariate normal}. On the other hane, the principal components described for multivariate
normal population has & useful ierpretation in terms of constant density elipsaida.

Kearnal Principal Component Analyzis

PCA arly use a linear combinglion belwean variables (o represent the data, s¢ it can only be avercome linear
refationship betwasn wanables. Howewver, in realty a ot of data which have non-linear snd non-separable relstionships
between variables, sowe need a methad (o shown e form of non-linear of the FCA, using kemel PCA, which in tum can
calculate principal components more efficiently in dirmension higher in feature soace (abstract space which is often not
Known mapping results).

Treditionally, nea-tincar PCA based on the degree of non-lirear optimizaficn in the input space. In this =tudy. a non-
linear FCA bazed on non-linear mapping into the leaslure space where the original PCA algnrithm' . The ccmplexity of same
of the process is reduced by using a kernel that makes the possibility of calculating the inne: product in a feature space using
a kamal function in the input space.
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- PCA ey feafure space.,

T
Cansidaring that the set are centersd of m pheorvations x, k=1, ..., m 2= " Z# 1x,,f =0, PCA diagonalizes
thie covanance mMarix
1 il
A= EZ{IIXI i1
II_

Based on the PCA that phncipally, and matiy A as a posillve definite, lhan A is diagenalizable with sigenalues-

aigenvectors
Av = Av, with gigenvalues 4 = 1 and slganvectors v = =4

: 1 ¢ 1 &y .
Constdering to Ay = —Zx,x‘}\r = iv then v = L XN T l.‘x,,v"}x .. Here, 4% viis the scalar,
rn_.l" |'T'|'.-].;_1J fn-':l-.1l"' L.
m
then all selutions v, wih 4 = 0. must e in the span of &y, .., &y, such that v = er;x,-. Consagquarnthy, A, vi = {2, Av) for
i1
allk="1,....mn
The PCA in feature space -ewriltan in the form of inner procuct”, Furthermore, the same calzulations eutlned in dot
spaze (dot product] £
Moy, Tet th tanction that maps all data input x & ", so

o o Fow b X o= D,

with @ix) = F, whare F defined as the fealure space, which hag 8 dimension larger and svan Infinite. Based en this
transfocrmalion. it appaars thal feature space constructsd by the vactors J0{x. ). ax), . DX Than all vectors in feature
gpace Foan be expressed as a linear combination of 1he vectors M), Xz o PR ]L By the same argument 8s above,

o7,
date infeature space F, ®ix), ..., D), certerad, L& 2_ ©ix, ) =0 then tha covariance malrix can be written by
E=1

e S wx,) kel
e R

In anulher sense, the issee of PCA in aigh-dimensicral faalire space F ocan be constructed by dizgonalization
estimate of m-sample cavariante matrix 121 Mow, we remaindar found eigenvalues » = 0 and migenvectors ¥ = PO} that
satisfias

AW = CV dengan ||¥)| =W V=1 (3

Based the describing shove, that al vectors in fealuie space F can be expressed os @ lingar gombination of the
wactors (00, sl .., Wi} then egenvectors, which iz the salutian of cigenvalues-sigenvectors A = CV, can alzp be
expressed as a linear sombination of the vectors Jb{x), Mixz), .. Dix.J- £n, thare is a constant wowhere i= 1,2 ., m.
cuch that

(5

W= tr“-'“:“-} {4}

Let ¥ = [f]the m x m atrix with, and

iz, %)) = fy = Bl (8
wea will b Tound
FerK - K (B
whiera o is 3 column vector with alsments o, @, ... o Becausa Kis a syrnirmetric matrix, L would hava a number of

elgeTvectars thal are on the whole zpace, so that the salution of {§), can ba found by solvng

A — Koe, untuk 4 2 D, (7
Alsa,
Y= B aix) ()

Besides symmetry, K semicefinit posilive also, s that K has sigetvalues. / = 0, and than yield solution m. from (&)
In this case we qeed disgonallzes K. Let sigenvalugs &4 54 ¥ 2wy, in K, and sigenvectons al, ., o™ corresponds, with A
first nonzera eigenvalues. Since nommalized vectars In K, which satigfles [IVE, )| = (WY = 1 tor @il ko= gL, m, then o,
" have 1o be normalized.
Based (4% amd (7). lhen the nermalizing treatmant n”, L, vield

m
1= (W' = Z o (B A — A ) {5}
frad
To extracting PCs, the zaleulation projestions an the sigenveciors ¥in Fotorall & = o, .., m Lot x be an input

vertar, the mapming mix) & F, it mus: be projectes onto Iha vector ¥ which hes peen normalized, and the projaction inta the
k-th PCs usecl

476 | PART A. APPLIED AND NATURAL SCIENCES ISSN: 2075-4124
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i
¥x) = V' Dixp = > afiix,. x). {10
i-1

m
Sa, ta exiract tha f-th (karnel} PC can use diix) = Zﬂrrk{x.'- X
i1
To clarify the properties of the PCA in F with data in inpul space. shovld be considered the selectlon of specific
kernel,

- KPCA ininput space. ]

As hes bean described, that, PCA in feature space is diagonalizes symmeltric marTix K, which cnnslms {a‘ the entire
inmer product that may be from a number of samplas. This type of matrix is 5a||;| (Gram matrix {matrix Grarman]

Considarng te the properties af tha kemed and Mercer's thearem,™0 that if & is A continuous kernal af a positive
integral operator, so that mapping can be created into a space where & is a dol product. then Lhe inner product in leatura
spaca (), Bl can be apphed to the Inpul space usirg a keenal function e x), and matriz, K, that farmed tha karnel
matrix is said:

(k{x' x'y k' x,) oo k(x| x™)

e 2r1 k'll 2. 2 . k 2I "
L (x%,x') kix“ x°}) (%", x"™) i 111]

\k(!m1x1] k{x'ﬂ,xz] - II(.l:.x.'li'uxl‘.'ll}

It has been considersc that the cata is centered in featura space. 50 hat the projection of KPC can be done in space
features:

il

P 4
u’. = ey m X 12
) =)= — 3"1 (x" ) (12)

and aoplied directly to input space justto be done n dot praductt™;

k(X ¥) = (@.0c). Oyl = kix. y) - —chxw-l‘? Ky x") + ";Em“.y"‘ﬁ
2 J-c1 k=1

This exprassion is equivalant ta a matrix'™

K.=K=1 K=Kl + 1K1, (13
whera 1, i5 8 squara matrix with entries (1), = 14m.
2. METHODOLOGY

The method used in this study is a discusslon of Herature, and ather theoretical studies. as well as canslnueling a
digplay af tha software, The study of literature includes collacting basic literature, namely lexbook and ournals, both phys ical
and alecironic, and performed sporadically when needed.

Staps of research made to achieve the ohjective, i.a.:

I, To study and revlewlng the basic concepls of PCA, especially in the decide of Lhe PCs hal contain inflormation thatl
i large comparsd 1o the ather PCs, as wall ag the study of KPCA.

IiL To stucy af the prapartias eslimalor kermal principal component regression made: (KPCR).

4, RESULTS AND DISCUSSION

Principal Componant Ragression Modaling

The discussian in this section bagins with the principal caomponent regrassion (PCR). Tha PCR ara techniques to
analyza tha data is thet regression multipls with mulikalineartas, namely lgast squares estimation [LEE) into urhiazed
gulimator and consistent but inefficient because of a lage variance so very differenl Trom e acleal values. This condilion
oftan eceurs whan tha regresslon model used, there iz an indapendent variabie or dala prediclars had a very high correlation
wilh clher prediclors of dala. Exlremely, mulliccilinearily betwesan thg independenl variablgs can be impaclied to difficulies in
distingulshing of each independent variable on the dopendent vanable of responsa dala. One method ta ovencoms the
prablem of multlmllmearu;.r Is done with the PCR, by adding a degres ol bias in estimalion of reqression. so lhe PCR can
raduce the slandarl:l arror.®

Letl i ¥ ={¥, Y5 ., Y.] Is a vector of abservalions result (dependent variable), also caflad the response wector,
|..|T/

and X =[H; X, - X, J mavle of varizble data obeervalions camespands, where 1 and p are tha sampla size and the
i

number of [dimension) vafables onservations. respectively, with 0 * o,
Tharalom, tha PCR aralysis invelves Lhe use of PCA. lor axample, in X, then Lhe tinear regression model for ¥ on X
can bz expreszed as
Y=Kfi+s {143
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with, p < ¥ ls the vector of unknown parameters of the ragression coeffleient, = is 3 random seror vectar with Efx) =
0, and Vank)= -‘}'2_ I forany unkrwon variance parameters & = 0,

[P eI

Ta found of the parameter unb as estimator poan daia set, than used ordinary least squared {OLS) regression
approach, assuming that X is a matriz of full rank column, that is, X' Invartible, 25 the fallewing theorem,

Theoram 1
Let the PCR madel fellowing the lnear regression model {ordinary), that can be rewritan into

E=7= X[, [15)
than the unbiased estimatar t3 [ is E_- (X07XY

Proof:
Here, ULS malhod approach used. assuming X iz a data full rank column malrix, so X% inverlbla. Futhermore. to

N
minirtiza e sum of squared erors.ia J= Y £ = €%, . Sothat
i (|

J= (Y - XBYTY —XB) = 3 (Y, — By~ 8, X — = B X )
t=1

Tris equation is alsa called normal equaten, and can be written as {simple fomm), [I'K]ﬁ = XY _as a2 result

B=(X%) XY . 116

Kermal Principal Componant Regreazion :

With the same of argument above, the PCR can be developed Into a KPCR, [See'" 1) kper s g technique used
to regressien of the respanso varahle farough tha least squares methad. Tha first of the KPCR procedures that determine
which is the PC of lhe kernel linsar combinaton of several variables in the forn of enties kemel matrix K. and the second i
the rezponse veriable regreszed on the KPCE in a lincar regresgicn madel,

Corrrmon forms of KPCR model is

Y =1 @hpc(x] | Yo Diipe (X)+ 00 1Pl (X8 (17

where ¥ | variable response, & : KPLC as 8 predictor, v : parameter KPCR muodel parameters, ¢ © erar vector, with { =
1o my anc mE p. This model can be considered as the standard ragressinn modals feature space £

Y= Ak BN, mr L+ Fok, ) R [18)
and the simplest farm is
Y=yt {1a]

wihigre Y is & veclor of m abservations depencent variable, 0 is a predictor £m « &) matriz wth the &8 row is 5 vector
Tix,) of shsarvations mapping x, into & Feature space £ with dimenslons © = o ¥ is the vecter of regression coefficlants; e is
thes error vector whose elements are the same as the variance o and independent farm each other.

It iz assumed that predictors Jdnfe), deixd, ... ddx)) with 8 mean of zers, &' 5 proporional sampls matrix and
KPCA can be used to Bxtract (@ eigenvalues (k. 3z, . &) corresponds with the eigenvestars W LW Te projection
{a} into i-th nan-linear PC is given by Equation (100, Futhermore, suppose matrix V consists of columns that formead with
Blgenvectors [V W, V' of covariance matnx € in Equation (2], and matrix o be constructed by extracting wigerniectors
oy TS '} af K. Us ng this natzlion ‘or the data {%.. %, o, 1.} then Equation {10) can bie written in a matri= form

P = = duPin = W (from Equation (51, (20}
where W = = ®'a. Then, projecting all predicters inte PCs, {13) can be writtan g
¥ = Pw o+ g, 21}

where P = 9% is a transformation predicter matris {m o« (3 (208 and Vs 8 (¢ « ] matriz that kth column are
siganvectars V. The columns of the matix Pis ofhoganal and cusificient LSS, w. bocames (see Thearem 11

w={PPV'PY = APy {22}

A= diagiig. A
Eslimaticn ¥ of the model {19} (associated to 121 ') can he exprasead as

F-V=VPPPY -3 AVI(V ey (23

478 | PART A. APPLIED AND NATURAL SCIENCES ' ISSN: 2075-4124
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and varianse-cevarancs matix that carcasponds, ™ ig

Covff) = a* VPPV = VAT — 22 3 KWWY (24)

1=1

Theorem 2
Let ¥, is a o« ¢ matax forany ¢ =1, ..., pb, which consisls of Lhe first £-coluring ¥ with orthonommal columns, and

W= XV, = vy, L Hw] (25}

are the {rr » £ matrices with the first «-FCs as its columns. Let alsc
Fo=[WOW. ) WY e f {26}

are the regression coesfficien] estimator veclor found by OLS regression of the resporse vector ¥ on data
matrices W.. Then, for any # = 1. ..., p, KPCK estimater of | using the first f-PGs are given by B, — (M.5.02 "

Froof;
From (28] substitute to (28], we found

F, — (WEWL YWY {VXOKV ) YIXY
o that

VXV, = VXY

Vi, S (XXXY

Considering (16 than express on above can bea

Vi, —P.
since £=1, .., p.then B, = (V. )z % (27

The KPCR coefficient estimates with ihis QLS are the best linear unbiased estimatas (BLUEY It g givan in the
tol lvwing thaorem.

Thaorem 3

Estimator ﬁr = (V¥ 1= Yin Theorarr 2 abova ls the KPCR coefficient estimator which QLS that is the best linear
unnbriased astmatar (BLUE) for B, =(V.y.1e

Proof:

Supposs W in Equalion (25), and ¥ = W.v. +% . sc tnat (26 7. —(W!W. ) "WYY . An estimator is said to
BLUE, if It satshes the following properties.
1. Linear; henca ¥, a linear function of ¥ {28} and V. matrix with constant slements, then the B, = Vv . ars
linear;
7. Unbissed: sinca SR -=EMA.) =V ET. ) =V.[y.+0] =V¥y. =B, then |i ={¥.v,) unbiased for
B" = VI'T[':

3, The best asbimetor; to prava the bast astimator, it bave a minimum variance {smallesl) between the other linear
unbiasad astmator variance. Then

var(f ) = (&, —B.)° — E[(B. — B}, B ] = VAWW,} 'V (28)
Mevw, we will shaw that ‘u"ar{ﬁ = ‘u’an;ﬁ' ¥
Suppose ﬁ; iz anather of the linear sstimator B, |, that we can be writlan as

BV VWWITW c]Y

by G malriz conslanls, su

Be = VLIDWIW, W i ElY =V Iy, 1 cWy, | (WOW,L 1 Wee + ce] 129)

Herce [-lr iz unbissed linear estimator of B, then E{ﬂ'} =B, Hmeans VoW, =0 o VoW, =0 20

EBL) —VLE(y, )+ EHWIW,) "W, ~c)e] =V, 10 = B, i
Mow, from {29} =nd (30}, we found

B =B, =Vily, + (WW,) "W+ cle] - Viy. = V. {IWIW, W+ e
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&g

Varifii} = E[B. - BB B,)] = o V{(WW.)"'V, - o' Vee'V;

= Var(B, )+ o V.ee V! (fram Equation (28)) (3

= -

Equation {11] shaws that the linear unhissed estimator of vanance matrices B, are tha sum of OLS astimator

variance malincas G';VEG(:F\I’; . thus 'h"ar{li]l = "\"Iﬂﬂﬁ;} . =
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